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Abstract—Adaptive Voltage Frequency Scaling (AVFS) is an
important means to overcome process-induced variability chal-
lenges for advanced high-performance circuits. AVFS requires
and allows determining the maximum speed Fmax(Vdd) reachable
under a set of certain operation voltages Vdd. In this paper, it is
shown that the Fmax(Vdd) measurements contain relevant data
to identify some hidden defects in a chip which are reliability
threats and can cause device failures, but pass the speed binning
procedure within the given specifications.

Static Timing Analysis (STA) is applied to a circuit designed by
using standard cell libraries in which the underlying transistors
along with process variations have been carefully calibrated
against industrial 14nm FinFET measurement data, and in-
stances with and without injected small resistive open defects are
generated. From the slope of the function Fmax(Vdd), a machine
learning procedure can identify some defects with high precision
and few false positives. These chips can be then discarded
without any further need and cost for testing. It has to be noted
that this reliability information comes for free from the data
which is already generated, and does not need any additional
measurements.

Index Terms—Resistive open defects, small delay faults, reli-
ability, speed binning, static timing analysis, machine learning.

I. INTRODUCTION

Small Delay Fault (SDF)s are considered as a reliability
threat even if the affected circuit is still operating within
the specified margins [1] [2] [3]. They tend to increase
during the circuit lifetime significantly faster than the aging
mechanisms usually expected. Well-known examples are gate-
oxide defects where the holes may increase or resistive opens,
which lead to an increased current density and therefore faster
electromigration [4]. Delay faults are especially hard to detect
since the test generation algorithms usually provide rather
large test pattern sets with relatively low fault coverage, which
also leads to rather expensive test applications [5].

In this paper, we show that resistive open defects on the
critical path of a circuit can be already detected during the
device characterization and before an expensive complete
manufacturing test, even if the behavior of the defective device
is still within the specified margins. The main challenge
of this task is to distinguish timing effects of maleficent
defects from effects due to benign process-induced variability.
While the appearance of the FinFET technology reduced
the process-induced variability to some extent, it is still a
significant concern, and the hard to control pure random
variability may become pre-dominant. Root causes of process-
induced variability are metal-gate-granularity (MGG), line-
edge-roughness (LER) which consists of fin-edge-roughness
(FER) and gate-edge-roughness (GER) [6] [7], less impact
have random-dopant-fluctuations (RDF) and oxide-thickness-
variation (OTV). MGG has impact on the metal work function

(MWF), and hence on both the sub-threshold swing as well
as the threshold voltage, while LER mainly causes variations
of the threshold voltage. Both lead to changes in the timing
behavior, but are usually not considered as reliability threats
in contrast to resistive defects, even if both introduce a similar
additional delay.

Assume D is the set of possible instances of a circuit with
different Process-induced variability parameters. Variations
makes it mandatory to characterize each device d ∈ D and
determine the maximum frequency Fmax that device d can
operate properly with. Usually, this process of speed-binning
is performed after some initial parameter measurements and
before an expensive and comprehensive manufacturing test, by
executing a brief functional program with varying frequencies
[8]. These programs are usually designed to sensitize a large
number of critical paths in the combinational circuit [9]. As
a result, the devices d ∈ D are classified into fast, slow, and
perhaps other categories.

The binning process becomes even more complicated with
the advent of Adaptive Voltage Frequency Scaling (AVFS).
In leading-edge systems, AVFS is applied for power and
energy optimization, aging reduction, and lifetime increase, as
well as for allowing robust operation under variations. AVFS
designs require to execute the binning process at additional
operating points. Let Vop be a set of supply voltages the
circuit is intended to operate with. For each voltage Vdd ∈ Vop

and each device d ∈ D we have to measure the maximum
frequency F d

max(Vdd) the circuit is operating correctly. The
set of measurements

Md = {F d
max(Vdd)∥Vdd ∈ Vop} (1)

can be the subject of further investigations. Hence, the goal of
the paper at hand is a data analysis procedure to find anomalies
in Md, which indicate the existence of a resistive open on a
critical path with high accuracy. Such devices need not to
be passed to the expensive manufacturing test and can be
discarded before.

The analysis is performed by applying Static Timing Anal-
ysis (STA) techniques on circuits [10] [11], which are synthe-
sized using standard cell libraries. The underlying transistor
models, as well as the process-induced variability, have been
carefully calibrated against industrial 14nm FinFET measure-
ments obtained from Intel [6] [12]. Instances following the
specified variability distributions are generated, and in half of
them, resistive open defects are injected. The defect size is
selected such that the device is still within the specifications
and speed-binning would not report a fail. The STA results
of all the instances can be used to form a training set



{Md∥d ∈ D} for a machine learning classifier, here a Random
Forest [13]. The classifier is validated as usual by additional
instances and shows high precision. The overall flow can be
seen in Fig. 1, which contains STA to generate F d

max(Vdd)
and machine learning, to identify defective devices based on
Fmax behavior.
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Fig. 1. Overall flow of defect identification based on STA

It should be noted that the classifier trained by STA data
is not meant to be directly applied in practice. Instead, the
training data can be directly taken from speed-binning ,
resulting in an even higher accuracy.

While there are publications on the use of STA for yield
estimation [14], and critical-reliability paths [3], to the best
knowledge of the authors, this is the first paper in literature
which applies data analysis techniques on speed binning
results to identify reliability threats by resistive open defects.

II. BACKGROUND ON RESISTIVE OPEN DEFECTS

In this section, we analyze the behavior of a cell with
and without a resistive open under variations. We show that
the differences are large enough for an accurate classification
based on simulation data. These findings are based on the
material published in [15] [16], and they are included here to
keep the paper self-contained.

Let us illustrate the problem to be solved with the help
of a NAND-gate obtained from FinFET Free PDK 15 [17]
as shown in Fig. 2 which contains a resistive open, and all
transistors are subject to process-induced variability.
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Fig. 2. NAND cell with a resistive open injected

In Fig. 3 we select two specific corner cases and a defective
cell from the results of a Monte-Carlo HSPICE simulation.
The lower black curve shows the delays of the NAND gate
under varying supply voltages Vdd, the delays decrease with
increasing Vdd. The applied random parameters are within
the specifications and can lead to a fast instance of this
gate. A slow NAND gate behavior is reflected in the dashed
green upper curve. If we insert the open defect of Fig. 2
with an appropriate resistance into the fast NAND gate, the

result is the dotted red curve. It can be observed that for
each operation voltage Vdd, this curve is within the specified
performance range of the slow and fast NAND instances, and
testing at a single voltage value cannot detect this defect.
However, the shape of the red defect curve differs from the
two defect-free cases sufficiently to allow a machine learning-
based classification between defective and defect-free cells.
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Fig. 3. Timing behavior of two corner instances of a NAND gate vs. a
defective cell

This effect can be analyzed further just with textbook
information. The delay τ depending on the supply voltage Vdd

of a CMOS transistor in the absence of transistor short-channel
effect, can roughly be presented by

τ(Vdd) = Const
Vdd

(Vdd − Vt)α
(2)

Here, Vt is the threshold voltage, and the details for the
constant Const can be found in textbooks, e.g., [18]. Since
circuit timing is mainly affected by the threshold variations,
the effects can be investigated by assuming V ′

t = Vt + δ. In
[16] it is shown that the new delay will be

τ ′(Vdd) = τ(Vdd − δ) + Const
δ

(Vdd − δ − Vt)α
(3)

The term τ(Vdd − δ) corresponds to a shift of the black
curve to the right in Fig. 3, while adding Const δ

(Vdd−δ−Vt)α

shifts the curve upwards in a scaled way and finally results in
the dashed green curve.

A resistive open, however, will mainly affect the effective
resistance Reff in the usual RC-model, and for R′

eff =
Reff + δ we get the new delay τ ′ = CL ∗ (Reff + δ).
Hence, a resistive defect of size δ will shift the black curve
of Fig. 3 upwards by CL ∗ δ resulting in the dotted red curve.
This simulation example shows that it is not possible to detect
a small resistive open just by a single measurement at only
one voltage value, yet measurements at multiple voltages may
allow to reconstruct the curve τ(Vdd) and to classify a cell as
defective or defect-free.

If such a cell is deeply embedded in a combinational circuit,
its exact timing behavior may be masked or at least blurred
during its propagation along a sensitized path. While the exact
timing measurements of an arbitrary path may be difficult
during delay testing, the delay of the longest sensitizable,
i.e., critical path corresponds to Fmax determined during the
characterization. The next section describes, how to estimate
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Fig. 4. Overview of our training data generation flow using standard cell
characterization and STA.

F d
max(Vdd) by using STA for instances without defect and

instances where defects are injected such that they will be
part of the critical path.

III. TRAINING DATA GENERATION USING CELL
CHARACTERIZATION AND STATIC TIMING ANALYSIS

To model the impact of small delay faults in a chip
under process variation, we employ a framework of SPICE
simulations and STA. An overview of the workflow is depicted
in Fig. 4. All cells of the library are characterized considering
their parameter distributions for variance, and instances of
circuit netlists for each d ∈ D are generated and evaluated
by using STA, which delivers the tuples Md containing the
Fmax(Vdd) for multiple Vdd ∈ Vop. Finally, in some of the
netlists, proper defects are injected and STA is repeated to
also provide the Md for defect devices.

To model standard cells under the impact of process vari-
ation, Monte-Carlo SPICE simulations are performed while
the corresponding model parameters are varied at the same
time. For our investigations, we require standard cells with
individual instances of process variation applied, so that the
same variation can be repeatedly evaluated for different volt-
ages later in STA. Therefore, we build large standard cell
libraries containing hundreds of cells of the same type, only
with different process variations applied. Each cell version is
characterized for a range of Vdd ∈ Vop and stored into the
corresponding cell library for that Vdd.

To build a database of defect-free Fmax(Vdd) curves, we
annotate the gate-level circuit netlist to employ a different
cell version with regard to process variation for each instance
of a cell. Then, STA is performed once for each Vdd ∈ Vop

while linking the corresponding cell library and the annotated
circuit. The resulting {F d

max(Vdd)∥Vdd ∈ Vop} models one
set of measurements Md as it would be observed in the speed
binning process. The above process is repeated multiple times
with new, random annotations in the circuit netlist to reflect
multiple devices d ∈ D.

For the database of defective Fmax(Vdd) curves, defective
cells are first prepared by injecting a single resistive open
defect into the defect-free netlist. Its location is defined
with regard to the inductive fault analysis (IFA) [19] of the
corresponding cell on the most vulnerable nets at the transistor

level. After building all defective cell models, standard cell
characterization is repeated in the same way as for the defect-
free cells. For each Fmax(Vdd) curve including a defect, one
cell instance in the circuit netlist is replaced with a defective
version of that cell. The resulting timing reports reflect the
impact of the injected defect in the reported critical path delay.

IV. MACHINE LEARNING TO IDENTIFY DEFECTS

A. Statistical Learning Scheme
To identify defects by using Fmax(Vdd), a precise super-

vised classification scheme is needed. Tree-based schemes are
one of the most commonly used supervised learning methods.
They can empower classification models with high accuracy,
stability, and ease of interpretation [20].

Random Forest scheme builds up several tree-based models
on sub-samples of the dataset and report the final results based
on the majority voting. It is implemented as follows:

1) Create multiple datasets from original training data.
2) Build multiple tree-based classifiers.
3) Combine classifiers and report the majority voting.
Random Forest is a strong tree-based supervised classi-

fication scheme, which is selected as the machine learning
classification technique of the work at hand.
B. Evaluation

The classification quality for the reports from Random
Forest (RF) is evaluated with respect to a standard metric used
in statistical learning [21]. The Precision

|TP |
|TP |+ |FP |

(4)

denotes the ratio of the correct prediction of a defect (True
Positive) versus all defect predictions (True Positive+False
Positive). Respectively, 1-Precision is the ratio of false alarms.

V. EXPERIMENTAL RESULTS

A. Circuits under Investigation
Three multiplier circuits for 8, 16, and 32 bit operands

are synthesized with a commercial synthesis tool and inves-
tigated before place and route. Hence, the reported area and
capacitances are only estimations but sufficient for the “proof
of concept” discussion below. Table I describes the most
relevant parameters of these circuits. They use seven standard
cells from the Nangate 15 nm Open Cell Library [22] where
the transistor models and variability parameters are carefully
calibrated against industrial 14 nm FinFET measurements ob-
tained from Intel [6] [12].

TABLE I
CIRCUIT PARAMETERS

Mul.8 Mul.16 Mul.32

Cell instances 440 1987 7444

Cell area 648 2888.5 10808

2-input gate equivalence 853 3814 14500.5

Cell Instances 14 21 30

Longest path Cell area 5.6033 9.4863 11.2067

2-input gE 42.5 69.5 79

Table I shows the area information for both the entire
circuits and the area or length of the respective longest paths.



Circuit Mul.32 with a path length of 30 and 79 in 2-input
gate equivalence(gE) could be implemented more efficiently
(e.g., using Wallace trees), but it is utilized here to show if
the approach is robust against extremely long paths.

B. Data Generation
For each cell, 2000 Monte-Carlo samples of process varia-

tion are generated. We assumed, speed-binning was performed
for at most 13 voltages in a range of 0.4V to 1.0V in
steps of 50mV. With seven cells, 13 supply voltages and the
2000 instances, a total of 182 000 cells had to be characterized.
For the defective libraries, we reduced the number of Monte-
Carlo samples for process variation to 200, resulting in a total
of 36 400 characterized cells. With these libraries, for each
of three circuits, 10 000 STA runs for defect-free samples d
generated the correct sets Md, and similarly for the defective
samples. Finally, for each circuit a training set of 20 000 sam-
ples was generated.

C. Circuit Classification
The tuples Md = {F d

max(Vdd)∥Vdd ∈ Vop} for defective
circuits contain at least one voltage Vdd where the defect
changes F d

max(Vdd). Table II presents the precision (Pre)
results and the path coverage (PC). Path coverage is the
percentage of the circuit covered in total by gates of the critical
paths which may change from voltage to voltage.

TABLE II
CLASSIFICATION RESULTS

PC(%) Prec13 Prec7 Prec4 Precrange

Mul.8 10.0 0.79 0.82 1.0 0.80

Mul.16 3.0 0.74 0.75 0.75 0.75

Mul.32 1.0 0.72 0.72 0.72 0.71

We investigated the precision obtained by measurements
at 13, 7, and 4 voltages, and by restricting the range to 7
measurements in the voltage range [0.55, 0.85].

The results are amazingly robust against the reduction of
features. Although, the reduction of the voltage range is more
challenging, it gives still acceptable results.

D. Application
The classification results presented above show roughly a

ratio TP : FP = 0.8 : 0.2, which means if we discard 5 chips
due to this analysis, one correct chip is discarded as well.
This pays off, if testing the five chips is more expensive than
manufacturing one die. The benefit will be even higher, if
additional integration steps are required or when test escapes
of the hard to detect delay faults are considered.

In production, the STA-based data and model generation
will give an initial estimate of the benefits of the presented ap-
proach. However, after some time in production, real measured
data from binning and diagnosis will improve the models.

VI. CONCLUSION AND FURTHER WORK

Information about F d
max(Vdd) for different voltages can

be used for identifying resistive open defects in a circuit.
This data will come from speed binning without any further
measurement.

Exact library cell models and static timing analysis can be
used for initial data generation and train a classifier based on

Random Forest. The obtainable precision of around 0.8 allows
substantial savings by discarding weak chips before testing and
further processing.
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