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Abstract: Approximate computing algorithms cover a wide range of different applications and the boundaries
to domains like variable-precision computing, where the precision of the computations can be online adapted
to the needs of the application [1, 2], as well as probabilistic and stochastic computing [3], which incorporate
stochastic processes and probability distributions in the target computations, are sometimes blurred. The
central idea of purely algorithm-based approximate computing is to transform algorithms, without necessarily
requiring approximate hardware, to trade-off accuracy against energy. Early termination of algorithms that
exhibit incremental refinement [4] reduces iterations at the cost of accuracy. Loop perforation [5] approximates
iteratively-computed results by identifying and reducing loops that contribute only insignificantly to the so-
lution. Another group of approximate algorithms is represented by neural networks, which can be trained to
mimic certain algorithms and to compute approximate results [6]. Today, approximate computing is predom-
inantly proposed for applications in multimedia and signal processing with a certain degree of inherent error
tolerance. However, in order to fully utilize the benefits of these architectures, the scope of applications has
to be significantly extended to other computeintensive tasks, for instance, in science and engineering. Such an
extension requires that the allowed error or the required minimum precision of the application is either known
beforehand or reliably determined online to deliver trustworthy and useful results. Errors outside the allowed
range have to be reliably detected and tackled by appropriate fault tolerance measures.
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I. APPROXIMATE COMPUTING ALGORITHMS

Approximate computing algorithms cover a wide range of

different applications and the boundaries to domains like

variable-precision computing, where the precision of the com-

putations can be online adapted to the needs of the application

[1, 2], as well as probabilistic and stochastic computing

[3], which incorporate stochastic processes and probability

distributions in the target computations, are sometimes blurred.

The central idea of purely algorithm-based approximate com-

puting is to transform algorithms, without necessarily requiring

approximate hardware, to trade-off accuracy against energy.

Early termination of algorithms that exhibit incremental refine-

ment [4] reduces iterations at the cost of accuracy. Loop perfo-

ration [5] approximates iteratively-computed results by iden-

tifying and reducing loops that contribute only insignificantly

to the solution. Another group of approximate algorithms is

represented by neural networks, which can be trained to mimic

certain algorithms and to compute approximate results [6].

Today, approximate computing is predominantly proposed

for applications in multimedia and signal processing with a

certain degree of inherent error tolerance. However, in order

to fully utilize the benefits of these architectures, the scope of

applications has to be significantly extended to other compute-

intensive tasks, for instance, in science and engineering. Such

an extension requires that the allowed error or the required

minimum precision of the application is either known before-

hand or reliably determined online to deliver trustworthy and

useful results. Errors outside the allowed range have to be

reliably detected and tackled by appropriate fault tolerance

measures.

II. TEST AND ONLINE TEST

Conventional test methods which are intended to validate

the full functionality of circuits by evaluating the absence of

faults are often not directly applicable to approximate hard-

ware. Existing test methods must be extended by appropriate

metrics and characterization procedures which assess whether

the circuit is either critical, marginal, or non-critical. Moreover,

new monitoring and online test methods are required to cover

the entire lifecycle of approximate circuits. Regardless of

whether such online tests will be performed in a concurrent

or non-concurrent manner, some of the underlying metrics

will be very similar to those metrics required for the online

determination of the required minimum precision and hence

for the detection of critical errors [7]. This enables synergies

between the required online test and fault tolerance measures.

III. FAULT TOLERANCE

For approximate computations, the algorithm and applica-

tion level is an attractive insertion point for flexible fault

tolerance measures, specifically designed for the target ap-

plication. The minimum required precision is an essential

criterion for the assessment of approximate computational

results. In science and engineering, many applications rely on

floating-point arithmetic. Hence, the inevitable rounding error

that affects computed results can be used to determine the

minimum required precision since there is typically no need

to compute more accurately than what rounding allows.

Probabilistic error functions enable the derivation of round-

ing error bounds based on the performed arithmetic operations

and the processed data. The basic idea is to determine a

confidence interval for the rounding error based on its ex-

pectation value and variance. Errors which are larger than the

probabilistic rounding error bound are harmful and have to be

tackled. Probabilistic error functions can be applied for the

offline characterization of applications, as well as the online

monitoring and checking of approximate results.

Many iterative numerical methods (e.g. solvers) seem to be

well-suited for approximate hardware since they impose an

inherent resilience to certain numerical errors [8]. However,

appropriate fault tolerance techniques are required to further

increase their resilience and to allow their execution on

approximate computing structures with even increased low-

power constraints.
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