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Abstract—A new technique is presented that allows to
execute the preconditioned conjugate gradient (PCG) solver
on approximate hardware while ensuring correct solver results.
This technique expands the scope of approximate computing
to scientific and engineering applications. The changing error
resilience of PCG during the solving process is exploited by
different levels of approximation which trade off numerical
precision and hardware utilization. Such approximation levels
are determined at runtime by periodically estimating the
error resilience. An efficient fault tolerance technique allows
reductions in hardware utilization by ensuring the continued
exploitation of suitable energy-precision trade-offs. Experimen-
tal results show that the hardware utilization is reduced on
average by 14.5% and by up to 41.0% compared to executing
PCG on precise hardware.
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I. INTRODUCTION

Approximate computing constitutes an emerging

paradigm that exploits the inherent error resilience of

applications to trade-off computational precision in

exchange for reduced runtime or energy demands [1, 2].

Different applications in, for instance, multimedia and signal

processing exhibit error resilience to certain numerical errors

and often do not need to compute perfect results. The

resilience to such approximation errors allows the use

of energy-efficient approximate hardware or software-

based approximation techniques [3]. Different portions

in applications typically exhibit different sensitivities to

approximation errors [4]. At the same time, this error

resilience may also change over time. Such a behavior is

exhibited by different iterative methods like linear system

solvers [5].

Many large-scale applications in science and engineering

rely on linear systems including structural mechanics [6],

computational fluid dynamics [7], or power grid analysis

[8]. Therefore, the efficient solution of linear systems is an

essential computational task in high-performance computing

(HPC). The preconditioned conjugate gradient (PCG) solver

[9] is an iterative technique and one of the most important

methods to solve large linear systems of the form Ax = b.
Since the energy demands of such compute-intensive tasks

are already a constraining factor in future exascale HPC

systems [10], the expansion of approximate computing tech-

niques to applications in science and engineering is required

to overcome future energy challenges.

Such applications often rely on tight accuracy constraints

which render approximation techniques exploiting single

degrees of precision (e.g. relying on single approximate

hardware designs) unsuitable. The gained energy savings

are often canceled out by additional PCG iterations that are

required to achieve correct convergence. Instead, approxima-

tion levels LApprox that offer different degrees of precision

(e.g. with certain numbers of precise bits) [11–13] have to be

adaptively utilized according to the changing error resilience.

To ensure correct solver results while minimizing energy

demands, the error resilience must be dynamically evalu-

ated during the iterative solving process. Such a periodic

evaluation not only requires to estimate the error resilience

effectively, but also highly efficiently. One idea [5] is to begin

the execution using the lowest available degree of precision

which is increased if the underlying optimization function

is violated (i.e. for PCG: minx E(x) := 1

2
�Ax, x�−�b, x�

with �·, ·� being the inner product [14]). While this optimiza-

tion function can be directly evaluated for some iterative

methods, the PCG method, however, does not inherently

compute it. Additionally computing this function induces

significant runtime overheads since it requires additional

expensive matrix operations.

We present a new technique that allows the execution of

the PCG solver on approximate hardware to gain hardware

utilization reductions while still providing correct solver

results. Thus, this technique extends the application scope

of approximate computing to scientific and engineering

applications. The presented technique is based on the insight

that the error resilience can change over time. Exploiting this

observation requires the execution with changing degrees of

precision. To determine suitable approximation levels at run-

time, the error resilience is estimated using inherent solver

properties which induce only low hardware utilization. An

efficient fault tolerance technique such as [15] ensures the

continued exploitation of suitable energy-precision trade-

offs. At the same time, reductions in hardware utilization

are enabled by efficiently adapting approximation levels. The

hardware utilization translates to energy demand which can

be quantified by an in-depth analysis e.g. using standard

cell libraries. While such a technology-specific energy dis-

cussion is not in the scope of this work, the applicability

of approximate computing in the scientific and engineering

domain is shown. Experimental results show that the number

of iterations is only increased on average by 9.5% while



the complete hardware utilization is reduced on average by

14.5% compared to executing PCG on precise hardware.

II. PRECONDITIONED CONJUGATE GRADIENT METHOD

The PCG method [9] iteratively solves linear systems

Ax = b, when A is a symmetric positive-definite matrix.

Compared to direct methods like the Gaussian-Elimination,

PCG finds a solution typically faster. To make a clear dis-

tinction between the error induced by approximate hardware

and the outcomes of PCG iterations, we use the term inter-

mediate result for x, which is referred to as approximation x
in literature. The fundamental operations of the PCG solver

are shown in Algorithm 1. The inputs include a coefficient

matrix A, a right-hand side vector b, an initial guess vector

x0, a preconditioner M , and an upper limit for the number

of iterations kmax. The constraints for result accuracy are

set by tolerances � := (�a, �r) to accept a sufficiently good

intermediate result xk. Based on the initial guess vector

x0, each iteration of the PCG loop provides an improved

intermediate result xk with respect to the exact solution.

Algorithm 1: Preconditioned Conjugate Gradient

Input: A,M ,b, x0, �, kmax

1 r0 ← b−Ax0 ; // Initial residual vector

2 s0 ← M−1r0; // Preconditioning

3 p0 ← s0; // Initial search direction

4 δ0 ← rT0 r0; // Residual

5 k ← 0 ; // Iteration count

/* PCG loop */

6 while (δk > �a) ∧ (δk/δ0 > �r) ∧ (k < kmax) do
7 wk ← Apk;

8 γ ← rTk sk;
9 α ←

γ

pT
k
wk

;

10 xk+1 ← xk + αpk; // Next interm. result

11 rk+1 ← rk − αwk; // Update residual vector

12 sk+1 ← M−1rk+1; // Preconditioning

13 δk+1 ← rTk+1rk+1; // Update residual

14 β ←
rT
k+1

sk+1

γ
;

15 pk+1 ← sk+1 + βpk; // New search direction

16 k ← k + 1;
17 end

PCG represents the solution x as a linear combination

of search directions {p0, p1, p2, ..., pN} and x = x0 +�
k≤N

αkpk. In each subsequent iteration k, a new search

direction pk is computed from the residual rk such that

pi ⊥ Apk, k �= i. The time complexity of PCG depends

on both the size and the condition number of the matrix

A [9]. A suitable preconditioner M is able to diminish the

condition number of the matrix A, which improves the rate

of convergence.

As discussed further below, the error resilience of PCG is

closely related to the update vector length ||uk||2 (with uk =
xk−xk−1). Figure 1 shows two examples (cf. Section V-C)

for PCG executions in which the update vectors uk range

within several orders of magnitude before converging to a

correct result. The update vectors uk are often large for early

PCG iterations and approach zero when PCG converges to

the solution.
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Figure 1. Comparison of update vectors uk at runtime for two input
matrices A.

III. STATE OF THE ART

The approximate computing paradigm [1, 2] has been

applied to all layers of the computing stack including cir-

cuits, architectures and programming models. The spectrum

of proposed approximate hardware designs ranges from

approximate adder structures [16, 17] over approximate

floating-point components [12, 18] to structures that allow

to configure the underlying precision at runtime [11, 13, 19].

On the software level, the approximate nature of neural

networks is exploited to mimic certain algorithms [3]. In

[20], an approximate computing technique for a direct

Cholesky decomposition based solver is presented that tar-

gets well-conditioned problems arising in video processing

applications. For iterative methods on approximate com-

puting hardware, the technique in [5] starts the execution

using the lowest available degree of precision, which is

increased if the underlying optimization function is vio-

lated. While some iterative methods rely on evaluating their

underlying optimization function, Krylov-subspace methods

including PCG typically do not rely on this evaluation

to find solutions. For PCG, the optimization function is

minx E(x) := 1

2
�Ax, x� − �b, x� [14]. The periodic compu-

tation of this function induces significant runtime overheads

since it requires an additional expensive matrix-vector multi-

plication. Such additional matrix-vector multiplications often

cancel out potential energy savings as experimental results

(cf. Section V-E) show.

Different fault tolerance approaches were proposed for the

PCG method to detect and correct transient effects causing

soft errors: In [21], PCG is repeated on an auxiliary problem,

if an incorrect solution is detected after the completion of

PCG. In such a case, PCG is repeated on the obtained

residual Ad = r = (b−Ax). While the method aims to avoid

repetitions of PCG on the original problem, it awaits the

result after complete convergence of PCG before it applies

error detection. Inherently reliable system modes are period-

ically required in [22] to stabilize the solver execution. Such

stabilizations exploit the convergence conditions of PCG to

transform arbitrary iterations to valid iterations. The periodic

check of both the residual invariant (i.e. rk ≈ b−Axk) and

the orthogonality of consecutive search direction vectors is

used in [23] for error detection. In [15], we presented a

fault tolerance technique that exploits inherent orthogonality

invariants of PCG to check intermediate results for errors.



Instead of relying on expensive matrix operations to detect

errors as in [21–23] with complexity O(NNZ), this approach

only relies on inner products with complexity O(N) with

NNZ � N which allows very low runtime overheads. NNZ

is the number of non-zero elements in the matrix A with

size N×N.

IV. USING APPROXIMATE HARDWARE FOR THE

PRECONDITIONED CONJUGATE GRADIENT SOLVER

In this work, a new technique is presented that allows

to execute the preconditioned conjugate gradient (PCG)

solver on approximate hardware while ensuring correct

solutions within the required accuracy. The inherent error

resilience of PCG allows to trade off numerical precision

and hardware utilization (e.g. energy savings) for certain

PCG operations and iterations. Since the error resilience

may change between PCG iterations, different approxima-

tion levels LApprox that provide certain degrees of precision

are utilized and exchanged at runtime. Such approximation

levels are provided by approximate hardware designs such

as [11–13] that allow to configure the underyling precision.

To minimize the hardware utilization while ensuring correct

results, the inherent error resilience is periodically estimated

and matching approximation levels are determined. Such

approximation levels are periodically evaluated by exploiting

the error detection capability of fault tolerance techniques

[9, 15, 21–23]. These fault tolerance techniques check PCG’s

inherent convergence invariants to detect errors, which is

exploited by our technique to improve the approximation

level estimation. By applying our fault tolerance technique

from previous work [15], correct solver results are ensured

while the hardware utilization is effectively reduced.

Figure 2 shows the steps of our technique for the PCG

solver. The first step comprises the preparation of the PCG

algorithm which corresponds to lines 1 to 5 in Algorithm 1.

In the second step, the approximation level LApprox is pe-

riodically determined based on estimating the current error

resilience in iteration k as explained below in Section IV-A.

Using this approximation level LApprox, a PCG iteration is

computed in the third step which corresponds to lines 6

to 17 in the original Algorithm 1. Afterwards, the approx-

imation level is evaluated periodically in the fourth step

by a fault tolerance technique for PCG such as [15, 21–

23]. If the approximation level is too aggressive (i.e. the

underlying precision is unsuitable for solver convergence),

PCG’s inherent convergence properties are violated, which is

detected by the fault tolerance technique as an error. In such

a case, an offset is introduced in the fifth step which ensures

that PCG iterations are continued using lower approximation

levels with increased precision. Besides, a valid solver state

is recovered by performing the error correction scheme of

the fault tolerance technique. This step is explained further

below in Section IV-C.

A. Approximation Level Determination

The proposed estimation scheme is based on the insight,

that the error resilience is closely related to the update
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Figure 2. Overview of our technique for the Preconditioned Conjugate
Gradient Solver (PCG).

vector length ||uk||2 (i.e. ||xk − xk−1||2) for each itera-

tion k which may be highly variable during runtime. Such

update vectors ||uk||2 are typically large during the first

PCG iterations and approach zero when PCG converges to

the solution (cf. Section II). The directions of successive

update vectors must be A-orthogonal (i.e. ukAuk+1 = 0) to

ensure correct convergence of PCG [9]. The PCG method

is less sensitive to approximation errors for large update

vectors uk as the update direction is often only marginally

altered by approximation errors and therefore allows the

utilization of approximation levels with less precision and

reduced hardware utilization. At the same time, PCG is

becoming increasingly sensitive for smaller update vectors

since the update direction is now increasingly altered by

approximation errors which can violate the A-orthogonality

between successive update vectors.

Instead of directly evaluating the update vector length,

which requires additional inner products, our method cal-

culates the tangential angle ϕ in the intermediate result xk

which constitutes the update vector length ||uk||2 with

ϕ := tan−1(δk), ϕ ∈ [0◦, 90◦[ (1)

and δk being the norm of the residual vector rk. This oper-

ation only requires a single additional scalar operation (i.e.

tan−1). For large angles ϕ, the update vector length ||uk||2
is large while it becomes smaller when PCG converges

as ϕ approaches 0◦. Our proposed technique calculates

the angle ϕ periodically to estimate the error resilience

for the succeeding iterations and uses the function H(ϕ)
to determine a suitable approximation level LApprox. The



function H(ϕ) : {[0◦, 90◦[→ N} maps angles ϕ to the set of

approximation levels LApprox. Here, we consider H(ϕ) being

a user-defined lookup table. The calculation of both ϕ and

H(ϕ) induces very low performance and energy overheads

since only scalar operations are required.

B. Relation between angle ϕ and update vectors uk

As mentioned before, the error resilience of the PCG

execution is constituted by the update vector length (||uk||2)

which is closely related to tangential angle ϕ. This correla-

tion is based on the insight that solving a system of linear

equations Ax = b (using e.g. PCG) is equivalent to finding

the minimum of its quadratic form E(x) [14]:

min
x

E(x) := 1

2
�Ax, x� − �b, x�.

For each intermediate result xk, a tangential angle ϕ can be

derived from the gradient ∇E|xk
in xk. Figure 3 presents

an example for a two dimensional system of equations. The

tangential angle ϕ is calculated from the gradient ∇E|xk
in

xk which is in case of PCG −rk [14] with

ϕ := tan−1(∇E|xk
) = tan−1(|| − rk||2) = tan−1(δk).

( )

( )

Figure 3. Quadratic function E(x) with a tangential angle ϕ in the
intermediate result xk .

C. Using Fault Tolerance to Evaluate Estimated Error Re-

silience

Since the determined approximation level LApprox can be

too aggressive, a fault tolerance technique is periodically

evaluated which detects and corrects deviations (i.e. errors)

being too harmful for the solver execution. Fault tolerance

techniques which are tailored for the PCG method evaluate

certain invariants [9] between the PCG variables that must

be satisfied for correct convergence throughout the whole

execution. As explained before, our fault tolerance technique

[15] ensures correct solver results while effectively reducing

the hardware utilization. Such reductions are ensured by the

underyling efficient error detection scheme that avoids ex-

pensive operations. An offset for the current approximation

level is introduced if the fault tolerance technique detects

errors. This offset ensures the use of approximation levels

with increased precision. At the same time, this offset is

reduced if the result of the mapping function H(ϕ) suggests

an approximation level with increased precision.

V. EXPERIMENTAL RESULTS

The proposed technique for PCG is evaluated with respect

to required PCG iterations for correct convergence and

reductions in hardware utilization for three different fault

tolerance techniques. Besides, our approach is compared

with a static technique that does not change the precision at

runtime.

The following fault tolerance techniques are evaluated and

compared: The first method is the approach from previous

work [15]. The second method is the periodic correction

of the residual which is proposed in different degrees in

[22] as well as in [21]. The third method is the periodic

evaluation of orthogonality and residual relationships which

is proposed in [23].

A. Hardware Model

In the experiments, the behavior of approximate hardware

was modeled in software. This model performs approximate

arithmetic operations based on concatenating precise result

bits with uniformly random bits, which model approximately

computed bits. Different approximation levels (i.e. degrees

of precision) were provided at runtime by changing the

number of approximated bits. Higher approximation levels

use increasing numbers of approximated bits (and vice

versa).

The approximation was applied to the most energy-

demanding arithmetic operation in the dominant operation

in PCG, namely the floating-point multiplications [12] in

sparse matrix-vector multiplications (SpMV). To approxi-

mate such floating-point multiplications, the least significant

bits of the result mantissa were approximated. Assuming

an N -bit multiplier using carry-save logic with N(N−1)
binary adders [24], k(2N−1)−k2 adders can be deactivated

(i.e. N(N−1)−(N−k)((N−k)−1)) by approximating the

k least significant bits in the result value.

To compare reductions in hardware utilization, the num-

ber of required active binary adders was determined for each

PCG iteration according to the underlying approximation

level and accumulated to obtain the hardware utilization for

complete PCG executions. In this work, the term precise

hardware refers to a IEEE 754-compliant floating-point unit.

B. Experimental Setup

To accelerate the experiments, the PCG algorithm and

the approximate hardware model were mapped to a het-

erogeneous computing system comprising multi-core CPUs

and many-core GPUs. At runtime, the floating-point mul-

tiplications in the SpMV operation were replaced by their

approximate counterparts. All parallelizable linear algebra

operations were mapped to a GPU architecture and GPU-

accelerated linear algebra libraries were utilized. All exper-

iments have been performed in double precision.

The following experimental parameters were utilized: For

all experiments, a random vector was generated for the initial

guess x0, If the right-hand side b was not available for

a matrix, then a random solution x was generated. Using

x, the right-hand side b was computed with Ax = b.
We set all thresholds and intervals according to related

work for fair comparison. The execution of PCG was

continued until δk fell below the absolute error tolerance



�a or δk/δ0 fell below the relative error tolerance �r. The

absolute error tolerance �a was set to 10−6 and the relative

error tolerance �r was set to 10−15. An experiment was

considered a failure, if the number of iterations exceeded

10 ·N iterations. To avoid false identification of convergence

due to accumulation of rounding errors in δk, the final

result was checked against rk ≈ (b − Axk). In case of

a violation, the true residual rk (i.e. := b − Axk) was

reconstituted and PCG was continued as discussed in [25].

The error detection threshold used in the comparison of

floating-point values was set to 10−7. Approximation levels

were determined each 20 iterations and evaluated by the

fault tolerance each 10 iterations. The context of each fault

tolerance method (e.g. checkpoint generation) was updated

each 20 iterations as proposed in [15, 22, 23]. The function

H(ϕ) was defined to map the angles ϕ to five approximation

levels as follows: For the highest approximation level, 35

operand bits were approximated (i.e. multiplication using 17

precise bits). Lower approximation levels provide increased

precision with linearly increased number of precise operand

bits. The lowest approximation level provides full machine

precision (i.e. 52 bits). The highest approximation level was

used for tangential angles ϕ>25◦. The hardware platform

consists of two Intel Xeon E5-2623 and 128 GB RAM with

three Nvidia Tesla K80 GPUs and 24 GB GDDR5 RAM

per device. More than 200,000 experiments were performed

to obtain the results presented below. Each experiment was

executed using a combination of a single CPU core and a

single GPU.

C. Benchmarks

As benchmarks, 14 matrices from the Florida Sparse

Matrix Collection [26] were used which are shown in Table

I. Besides the names and sizes of the matrices (N × N ),

the number of nonzero elements (NNZ) is presented. As a

side information, the portion of zeros within the matrices is

shown. The matrices have the following properties: square,

symmetric, real and positive definite. The evaluated matrices

were stored in the compressed sparse row format [27].

Table I
OVERVIEW OF EVALUATED MATRICES FROM THE

FLORIDA SPARSE MATRIX COLLECTION [26].

Name N NNZ Portion of 0s

nos3 960 15844 98.28%
bcsstk10 1086 22070 98.13%
msc01050 1050 26198 97.62%
nasa2146 2146 72250 98.43%
sts4098 4098 72356 99.57%
bcsstk13 2003 83883 97.91%
ex9 3363 99471 99.12%
bodyy4 17546 121550 99.96%
bodyy5 18589 128853 99.96%
bodyy6 19366 134208 99.96%
Muu 7102 170134 99.66%
bcsstk16 4884 290378 98.78%
msc10848 10848 1229776 98.95%
nd3k 9000 3279690 95.95%

D. PCG Iteration Overhead

The use of approximate hardware may induce some

additional PCG iterations required for convergence to a

correct result. Figure 4 shows the additional iterations com-

pared to PCG executions on precise hardware. All evaluated

experiments converged to a correct result. The evaluated

matrices are ordered by the number of non-zero elements.

The iteration overhead is on average 9.5% and ranges from

0.0% to 28.5% when the fault tolerance technique from

[15] is applied. In comparison, the iteration overhead is

on average 83.6% lower compared to the approach in [23]

and 93.3% lower compared to the approach in [21, 22].

The comparatively low overhead can be explained by the

increased error coverage of that fault tolerance technique

which ensures the use of suitable approximation levels.

E. Reduction of Hardware Utilization

To evaluate potential energy savings gained by our ap-

proach, the hardware utilization (i.e. the number of active

binary adders during the execution of PCG) was determined.

As explained before, the active binary adders were counted

for each PCG iteration and accumulated for complete PCG

executions to determine the overall hardware utilization.

In Figure 5, the hardware utilization of our approach is

compared to the hardware utilization when precise hardware

is used. Positive results represent reductions in total hard-

ware utilization while negative results indicate overheads.

Although the number of iterations is often increased with

approximate hardware, reductions in hardware utilization

can be observed for 11 out of 14 matrices when fault

tolerance technique [15] is applied. In these 11 cases, the

reduction of hardware utilization is on average 14.5% and

ranges from 3.1% to 41.0%. Reductions in total hardware

utilization can be observed for one matrix for the approaches

in [21–23]. The reductions of hardware utilization for fault

tolerance technique [15] can be explained by the efficiency

of this technique, which avoids the periodic computation

of expensive sparse matrix operations. Figure 6 shows the

adaption of approximation levels along with the number of

precise bits during two example PCG executions.

F. Evaluation for Fixed Precision

We evaluated PCG executions using fixed precision. In

this setup, five operand bits were approximated (i.e. mul-

tiplication using 47 precise bits) for each floating-point

multiplication during the SpMV operation. For 9 out of 14

matrices, PCG never converged to a correct result. For the

remaining five matrices (nos3, bodyy4, bodyy5, Muu, and

nd3k), the hardware utilization was reduced on average by

11.2% (ranging from 8.7% to 17.3%) compared to execution

on precise hardware.

VI. CONCLUSION

Efficient linear system solvers are an important task for

many scientific and engineering applications. However, their

energy demands require suitable approximate computing

techniques to overcome future energy challenges in exascale
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Figure 6. Adaption of approximation levels
over time for two input matrices A.

computing. In this work, we presented a new technique that

allows the execution of the PCG solver on approximate hard-

ware to gain reductions in hardware utilization while still

providing correct solver results. This technique periodically

estimates the error resilience and uses different approxima-

tion levels to ensure suitable energy-precision trade-offs. By

applying an efficient fault tolerance technique to evaluate the

estimated error resilience, the hardware utilization is reduced

while correct solver results are ensured. Experimental results

show that, when compared to executing PCG on precise

hardware, the number of iterations is only increased on

average by 9.5% while the complete hardware utilization

is on average reduced by 14.5%.
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