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Abstract—Optimizing bandwidth by compression and compaction
always has to solve the trade-off between input bandwidth
reduction and output bandwidth reduction. Recently it has been
shown that splitting scan chains into shorter segments and
compacting the shift data outputs into a single parity bit reduces
the test response data to one bit per cycle without affecting fault
coverage and diagnostic resolution if the compactor’s structure
is included into the ATPG process.

This test data reduction at the output side comes with challenges
at the input side. The bandwidth requirement grows due to the
increased number of chains and due to a drastically decreased
amount of don’t care values in the test patterns.

The paper at hand presents a new iterative approach to test
set encoding which optimizes bandwidth on both input and
output side while keeping the diagnostic resolution and fault
coverage. Experiments with industrial designs demonstrate that
test application time, test data volume and diagnostic resolution
are improved at the same time and for most designs testing with
a bandwidth of three bits per cycle is possible.

Index Terms—Embedded Diagnosis, Design for Test, Test Com-
pression, Response Compaction

I. INTRODUCTION

Bandwidth reduction is one of the major concerns for multi-
site testing [1, 2]. Reducing bandwidth on the output side
affects input side bandwidth, if fault coverage and diagnostic
resolution should be maintained. In this work a new test set
encoding approach is proposed, which solves this trade-off
efficiently and enables multi-site testing with on average three
pins for million gates industrial designs.

In [3] a test response compaction scheme is described that
relies on scan chain splitting and subsequent compaction
with a parity tree. Figure 1 shows the hardware structure of
this approach. The existing scan chains are split up to form
shorter sequences of scan elements. The data shifted out of
the scan chains in one shift cycle is called vector. The scan
chain splitting leads to fewer, but larger vectors, which are
compacted with a parity tree to a single bit each. This results
in an extreme bandwidth reduction on the output side.

If the compactor is included during the ATPG process, both
fault coverage and diagnostic resolution improves [3]. In
this case ATPG produces more patterns to overcome limited
observability and fault masking effects due to the compactor.
Because of the shorter chains the test time necessary to apply
all the patterns is nevertheless smaller than for the original

circuit. Yet, applying more patterns in shorter time raises the
bandwidth requirement on the input side.

In addition, test set compression in this scheme is faced with
overspecification of patterns and a high vector sensitivity:

Overspecification: If an unspecified value occurs in one of
the detecting vectors, this vector becomes useless due to X-
masking in the parity tree. In sophisticated compactors like
[4-11] this is not the case as the detecting flip flop can
be propagated to multiple compactor outputs and thereby X-
masking can be circumvented. In the scheme at hand a single
unspecified value in the detecting vector corrupts the whole
vector. As the ATPG process is not aware of the decompressor
logic that fills all unspecified bits pseudo-randomly during test
application, it generates a large number of specified bits per
pattern. In figure 2, only cone C1 contains an undetected fault.
However, ATPG will additionally specify all input flip flops
of cone C2 in order to avoid any unspecified value in vector
v and to establish a defined propagation path to the parity
output. As the vectors are large due to the chain splitting, the
amount of specified bits per pattern is very high. Hence, test
pattern compression techniques based on exploiting don’t care
values [12—17] fail for the generated test set.

Vector sensitivity: Segmenting the scan chains enlarges the size
of the shift vectors. This increases the portion of information
encoded in one vector, i.e. the importance of a single vector for
high fault coverage and diagnostic resolution grows. Hence,
dropping vectors for better input encoding is not an option. At
the same time segmenting scan chains raises the probability
of masking in the compactor, which also has to be avoided
due to the grown importance of vectors.
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Fig. 1. Extreme response compaction architecture with n inputs and 1 output.
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Fig. 2. Overspecification of cone C2.

These effects are illustrated in figure 3. The fault in the
circuit can be detected in 9 flip flops. If the scan chains are
organized in the standard way, the number of shift vectors
carrying information about the fault is 9. If the scan chains are
organized as proposed in [3], the number of observing vectors
is only 5. If fault masking effects are taken into account, just
a single vector will detect the fault.
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Fig. 3. Masking effects due to fewer but larger shift vectors.

In this paper a new iterative approach for Masking Aware Test
set Encoding (MATE) is presented, which fulfills the following
requirements:

1) No increase in test time
2) Low constant bandwidth
3) No decrease in fault coverage and diagnostic resolution.

The remainder of this paper is organized as follows. In section
IT an overview of MATE is given. In the following section
the methodology is exemplarily applied to a compression
scheme based on partial seeding. In section IV the approach is
evaluated in terms of bandwidth requirements, test time, fault
coverage and diagnostic resolution.

II. MASKING-AWARE TEST SET ENCODING

There are mainly two ways to obtain a compressed test set
with maximum fault coverage.

Compressed test patterns can be generated directly by the
ATPG by adding a combinatorial representation of the de-
compressor hardware to the circuit model [18]. For maximum

coverage, the compactor at the output side has to be added
to the circuit model as well. The efficiency of this approach
strongly depends on the type of compression and compaction
logic. For the extreme response compaction scheme of figure
1, global reconvergences spanning from the inputs to the
outputs are generated. For instance, a 100,000 gate circuit with
28,000 pseudo primary inputs and outputs (PPIs / PPOs) will
be mapped to a circuit with just 100 PPIs and PPOs. This
results in a large increase in ATPG run time, an increase in
test pattern count due to inefficient compaction and a loss of
fault coverage due to aborted faults.

The alternative is a two-step process, which first generates an
uncompressed test set with maximum coverage and a small
number of specified bits, and then encodes the patterns in an
efficient way. This also adds flexibility in the choice of the
encoding technique. The two-step process is applicable to both
encoding techniques which work pattern-by-pattern as well as
continuous techniques like partial seeding.

The test set encoding approach proposed here is based on the
two-step approach, but overcomes overspecification and vector
sensitivity as described above by an iterative encoding process:
Test patterns are generated by an ATPG tool for the circuit
with attached parity compactor. The overspecification resulting
from ATPG is removed by test set stripping considering the
circuit without compactor and identifying those bits in the
patterns that are not required for fault detection.

The resulting test set contains a significantly smaller number
of specified bits and can then be efficiently encoded by known
test compression techniques.

Once this test set is encoded, a decompressor model is used
to generate the corresponding completely specified test set as
applied to the circuit. This fully specified test set is input
to fault simulation of the circuit with the parity compactor
attached. In some cases, the encoding leads to fault masking,
and the process must be repeated with a different pattern or a
different encoding. Iteration stops when all targeted faults are
detected or saturation is reached.

III. TEST COMPRESSION ARCHITECTURE AND TEST SET
STRIPPING

This section explains the application of the MATE approach
to a partial seeding based decompression architecture which
is described in the next section. Then, the test set stripping
technique is shortly outlined, followed by the detailed flow of
the test set encoding procedure.

A. Partial Seeding

The exemplary decompressor architecture used here is based
on partial seeding, which injects a fixed amount of free
variables into the LFSR in each shift cycle [19, 20]. Figure 4
depicts the decompressor structure with two free variables fed
into it in each cycle.



This seeding scheme is similar to [21]. It was chosen as it
is often applied in embedded deterministic test environments
and allows to constrain the input bandwidth to a fixed value.

The specified bits are encoded vector-by-vector in a continuous
way. For each scan cycle, an equation system is built with
w free variables. These variables are placeholders for the
injects in the current shift cycle and some future shift cycles,
the so called encoding window. For example in figure 4, six
free variables are considered in each encoding step. Here, the
encoding window spans three shift cycles. To determine the
values of X0 and X1, the equation system of the first window
is solved, and the state of the LFSR is updated accordingly
before the next window is processed.
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Fig. 4. Example of two encoding windows for an LFSR with n = 2 injects
per shift cycle.

This encoding procedure is able to balance fluctuations in
the density of specified bits because each injected variable
contributes to the solution for future specified bits in the
corresponding encoding window. If the encoding window is
too small, the ability of the LFSR to balance bursts of specified
bits is impaired as free variables are fixed too soon and cannot
contribute to later bursts of specified bits. If the size of the
window is chosen very large, the number of free variables
increases and the run time required to solve the set of equations
grows quickly. As the distribution of specified bits in a test set
may vary strongly both between vectors as well as between
patterns, the size of the encoding window is chosen to span a
few patterns.

To keep the LFSR size and the amount of input seed bits per
cycle as low as possible, it is necessary to start the encoding
on a test set which is not too unbalanced and contains as few
specified bits as possible. Therefore, the test set generated by
ATPG is transformed as described in the next section.

B. Test Set Stripping

Test set stripping or relaxation methods [22-24] allow to
uncover a high number of overspecified bits in completely
or partially specified test sets without compromising the fault
coverage. The stripping method used here allows in addition
to bound the number of specified bits in a test pattern to a
given limit [ [24].

Let Parpc be the pattern set generated by ATPG and
Farpc—_detectea the set of faults detected by it. The result
after stripping is a pattern set Py,ippeq detecting the same set
of faults, where for each pattern p; € Ps;rippeq the number of
specified bits does not exceed the limit [.

For each pattern p; € Parpa, Fi C FATPG—detected 18 the set
of faults it detects. The used stripping algorithm first identifies
the bits required to detect them. If the number of specified bits
does not exceed the limit [, they are written to a new pattern
p;, which is added to Piiripped- Otherwise, pattern splitting
is employed, as proposed in [25]. It duplicates patterns and
distributes target faults to the duplicates. Thus, F; is split into
two disjoint subsets Fj; and Fjs. Then p; is stripped twice,
once targeting F;; and then targeting Fj». This step is repeated
until the limit is enforced.

C. Iterative Test Set Encoding

Figure 5 depicts the overall flow of MATE. The initial test set
Parpc is obtained by a commercial ATPG tool on the circuit
with compactor. Parpg is completely specified and detects
the set of target faults FarpG—_detected- 1€St set stripping is
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Fig. 5.

applied to the patterns with a given limit and the resulting set
of partially specified patterns Psy.jppeq 1S sorted such that the
pattern sequence shows a balanced distribution of specified
bits. In the next step, the seed bits for the partial seeding
scheme are computed for the ordered patterns. The seed bits



are decoded with the LFSR and the resulting fully specified
patterns Pyecodeq are subject to fault simulation.

Some of the targeted faults may have been missed because of
masking or the rare case of a failed encoding. These faults are
targeted again in the next iteration of the flow. Once all target
faults I’ have been detected or saturation is reached, i.e. no
targeted faults have been detected in one iteration, the process
stops.

The average number of specified bits /,,4 in a test pattern that
can be encoded by the partial seeding scheme for a particular
LFSR depends on the number of injects n to the partial seeder,
its coding efficiency and the maximum length ¢ of the scan
chains in the circuit. Assuming a coding efficiency of 0.9, lg.g
evaluates to 0.9 - n - t. The number of injects n to the partial
seeding scheme is set to the minimum value that results in no
or only a negligible number of failed encodings.

For some faults there exists no pattern in the test set that
detects it with at most [, specified bits. MATE allows that
the number of specified bits in a single pattern exceeds lqyg
as long as the limit is kept in average over multiple patterns.
The resulting imbalance of specified bits between patterns is
reduced by subsequent reordering of patterns. This guarantees
that the average number of specified bits in each encoding
window is theoretically encodable for the LFSR.

Nevertheless, even if the number of specified bits theoretically
allows encoding, some parts of the vectors or sequences of
vectors may exhibit a conflicting combination of specified bits.
Here, the encoding might fail in rare cases.

IV. EXPERIMENTAL RESULTS

In this section, we first present the basic characteristics of the
considered full-scan designs. Then, we show the bandwidth
requirements of the proposed encoding procedure and its im-
pact on pattern count and fault coverage. Finally we discuss the
influence of the proposed approach on diagnostic resolution.

A. Circuits characteristics

Table I shows the characteristics of the designs under consid-
eration. These industrial designs are kindly provided by NXP.
The name in the first column roughly reflects the number of
logic gates in the circuit. Column ¢ shows the maximum scan
chain length and column k shows the number of scan chains
of the original scan configuration. The testability of these
circuits is determined by a commercial ATPG tool generating
a fully specified and compacted test set for stuck-at faults.
The number of patterns in the resulting test sets are given in
column p. The number of shift cycles is given by ¢ - p. The
absolute numbers of detected, untestable and aborted faults,
reported by the ATPG are given in the three last columns.
These figures are based on a structurally collapsed stuck-at
fault set.

design t k p t-p det. untest. abort
p100k 792 18 2055 1,627,560 166,212 568 180
pl4lk 486 24 1618 786,348 284,275 3,255 22
p239k 541 40 692 374,372 450,699 5,287 6
p259k 541 40 846 457,686 602,074 5457 5
p267k 494 45 1139 562,666 370,636 1,504 0
p269k 494 45 1119 552,786 372,792 1,504 0
p279k 409 55 1287 526,383 483,321 10,409 14
p286k 416 55 2149 893,984 637,297 10,731 16
p295k | 1852 11 3873 7,172,796 474,942 4,036 18
p330k 317 64 5134 1,627,478 542,054 5,627 127
p378k 64 325 84 5,376 816,274 0 0
p388k 525 50 1007 528,675 852,033 4,610 35
p418k 830 64 1391 1,154,530 678,029 10,715 64
p469k 706 1 317 223,802 167,468 1,755 141
p483k 900 71 493 443,700 912,106 10,748 96
TABLE I

ORIGINAL DESIGN CHARACTERISTICS, ATPG W/O COMPACTOR.

B. Pattern generation for extreme compaction

Now, the chains are split to obtain a ratio of about ¢ ~ %
except for p469k, which has very few scan cells. Parity
compactors are attached to all the outputs corresponding to
a single vector. These parity compactors compact each vector
into one single response bit and thus have a depth of log k.
This operation reduces test time and massively reduces the
observable response data. For the new designs, the ATPG tool
generates a stuck-at fault pattern set, and the outcome is shown

in table II.

design t k p t-p det.  untest.  abort
p100k 53 270 2345 124,285 166,183 526 251
pl4ik 45 264 2725 122,625 284,202 3,312 38
p239k 61 360 3239 197,579 450,684 5,277 31
p259k 61 360 3777 230,397 602,062 5,446 28
p267k 62 360 4782 296,484 370,507 1,500 133
p269k 62 360 4827 299,274 372,664 1,501 131
p279k 59 385 5248 309,632 483,276 10424 44
p286k 60 385 6567 394,020 637,294 10,722 28
p295k 62 330 8331 516,522 474,937 4,038 21
p330k 64 320 8849 566,336 541,939 5,619 250
p378k 64 325 169 10,816 816,274 0 0
p388k 66 400 3753 247,698 852,024 4,610 44
p418k 93 576 6742 627,006 677,880 10,767 161
p469k 89 8 319 28,391 167,439 1,755 170
p483k | 113 568 4369 493,697 911,828 10,742 380
TABLE II

RESULTS FOR ATPG WITH PARITY COMPACTOR.

We observe an increase in pattern count for almost every
circuit. However, due to the chain segmentation, the number
of vectors t - p (i.e. the test time) is still reduced. Only in
one case the ATPG tool chosen here is generating ten times
more patterns than in the original circuit configuration (p483k).
This is an irregularity of the ATPG tool as a different ATPG
tool was able to find a test pattern set with 488 patterns
only. In order to present consistent results and for reasons
of comparability we nevertheless proceed with the test set
generated by the first tool.

The original fault coverage is almost maintained. For some
circuits with parity compactor the amount of untestable faults



is lower than in the case without compactor. The reason for this
is that now the ATPG tool is not able to prove the untestability
for some untestable faults. They are just aborted.

The slightly increased number of aborted faults can be avoided
by some more sophisticated ATPG heuristics or scan chain
organizations [26], but as ATPG is not the subject of this
paper, additional means for improving the fault coverage are
not discussed here.

C. Time and bandwidth reduction with MATE

Table III shows the results after encoding the ATPG patterns
with MATE. For on-chip test set decoding, a 128-bit LFSR
is used together with a randomly generated phase shifter
with 10 taps per scan chain in average. The number of
seed bits that are injected into the LFSR at each scan clock
cycle (column injects) is determined as described in III. All
faults detected by the given ATPG pattern set are targeted
by MATE. After MATE saturates, only very few faults remain
undetected (column missed faults). In some cases, MATE leads
to additional detects (column add. detects). These faults were
previously aborted by the ATPG and are now detected because
the pattern set is filled with different bits after encoding. The
increase in the pattern count p stems from splitting patterns
with too many specified bits to be encoded with the limited
number of injects. Still, the resulting test time ¢-p is in all but
two cases better than the time needed for the original designs.
The reasons for the exceptions lie in the original circuits (see
below). The required bandwidth is at most 3 bits per shift
cycle for most of the circuits. For circuit pl41k, the amount
of specified bits in some patterns is extremely high increasing
the number of injects.

To observe the parity bits of the response, one additional bit is
needed for each shift cycle, which leads to a total bandwidth
of at most 4 bits per cycle. Table IV lists the improvements
in bandwidth (column Abw) and test time with respect to the
original circuit (column At). We also compare the presented
architecture (columns bw,, and t,,) to an architecture without
scan chain splitting and test decompressor and an X-compactor
attached to the outputs of the scan chains (columns bw, and
t,). The X-compactor can be parametrized to handle D error
bits and U unknowns in an output vector. For U = 0 the
authors propose a signature of 10 bits, if the vector length is
between 257 and 512 [4].

In most cases the proposed approach results in a significant
improvement in both bandwidth reduction and test time, but
there are some rare cases in which only one parameter is
optimized. The original circuit p469k contains just a single
scan chain and therefore already has the lowest possible
bandwidth requirement. By a small increase in bandwidth,
the method presented here reduces the test time by 7.5X.
The scan configuration of p378k was already optimal and not
subject to splitting. Hence test time could not be improved but
increased by a factor of 3.3X. However, at the same time the
required bandwidth was reduced by a factor of 167X! Finally,

design | injects miss. fit add. det. p t-p
p100k 1 0 81 3761 199,333
pldlk 6 35 8 3491 157,095
p239k 1 0 6 4859 296,399
p259k 1 3 0 6153 375,333
p267k 2 12 16 6949 430,838
p269k 2 15 14 5652 350,424
p279k 2 0 111 8458 499,022
p286k 2 2 12 8543 512,580
p295k 2 1 18 9734 603,508
p330k 3 87 13 9533 610,112
p378k 1 0 1 256 16,384
p388k 2 0 155 5063 334,158
p418k 2 1 96 8010 744,930
p469k 2 0 0 335 29,815
p483k 2 1 902 5601 632913
TABLE III
ENCODING RESULTS OF MATE.
design | bw,  bwm Abw to tm At
p100k 24 2 12.0X 1,627,560 199,333 8.2X
pl4lk 30 7 4.3X 786,348 157,095 5.0X
p239k 47 2 23.5X 374,372 296,399 1.3X
p259k 47 2 23.5X 457,686 375,333 1.2X
p267k 52 3 17.3X 562,666 430,838 1.3X
p269k 52 3 17.3X 552,786 350,424 1.6X
p279k 62 3 20.7X 526,383 499,022 11X
p286k 62 3 20.7X 893,984 512,580 1.7X
p295k 16 3 53X 7,172,796 603,508 11.9X
p330k 71 4 17.8X 1,627,478 610,112 2.7X
p378k 335 2 167.5X 5,376 16,384 0.3X
p388k 57 3 19.0X 528,675 334,158 1.6X
p418k 71 3 23.7X 1,154,530 744,930 1.5X
p469k 2 3 0.7X 223,802 29,815 7.5X
p483k 79 3 26.3X 443,700 632,913 0.7X
avg. 31.2X 24X
TABLE IV

BANDWIDTH AND TEST TIME IMPROVEMENTS.

the increase in test time for circuit p483k results from the huge
set of test patterns generated by the commercial ATPG tool
as described above. If we weight the improvement for each
circuit with the size of the circuit, the weighted average of
the bandwidth reduction is 31.2X the weighted average of test
time improvement is 2.4X.

D. Diagnostic resolution

As shown in [3], diagnostic resolution is at least maintained by
extreme response compaction. These results are also applicable
here. In order to verify that the test set encoding at the input
side did not influence the diagnostic outcome, we performed
a short diagnosis experiment on a sample of 400 faults. The
sample was picked randomly and contains four fault models
(stuck-at, crosstalk, transition, single-victim bridge) with 100
instances each. A diagnosis is considered a success, if there
is a single top-candidate which correctly localizes the injected
fault.

Table V compares the diagnostic success rate for diagnosis
on the full response data of the original circuits without any
compaction to the success rate for diagnosis on the extremely
compacted response of the compressed test data. We observe
a slightly higher fluctuation in the diagnostic success rates for



design orig. mate diff
p100k 84% 80% —4%
pl4ik 85% 85% +0%
p239k 87% 88% +1%
p259k 80% 82% +2%
p267k 81% 82% +1%
p269k 86% 85% -1%
p279k 77% 82% +5%
p286k 73% 79% +6%
p29sk | 7%  13%  -5%
p330k 81% 79% 2%
p378k 81% 88% +7%
p388k 86% 86% +0%
p418k 82% 83% +1%
p469k 54% 55% +1%
p483k 84% 87% +3%

avg. 80.9% 82.5% +1.6%

TABLE V
DIAGNOSTIC SUCCESS BEFORE AND AFTER TEST SET ENCODING WITH
MATE.

the individual circuits due to the smaller fault samples used
in this experiment. Still, the weighted average in the last row
again shows that diagnostic resolution is maintained by the
proposed iterative test set encoding method.

V. CONCLUSION

ATPG on circuits with extreme response compaction leads to
overspecified test patterns, high bandwidth requirements and
increased vector sensitivity. This poses a great challenge for
test encoding at the input side. The new, iterative encoding
method presented in this paper effectively deals with these
challenges by employing a combination of test set stripping,
pattern splitting, fault simulation and partial reseeding.

For most of the considered industrial designs, MATE achieves
a maximum bandwidth of only 3 bits per shift cycle to perform
the test while keeping test application time low. For some
circuits, the bandwidth requirement can be lowered to only a
single input and one output pin. Furthermore, the encoded test
set preserves both fault coverage and diagnostic properties of
the original test.
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