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Abstract—Device aging is an important concern in nanoscale
designs. Due to aging the electrical behavior of transistors
embedded in an integrated circuit deviates from original intended
one. This leads to performance degradation in the underlying
device, and the ultimate device failure. This effect is exacerbated
in emerging technologies. To be able to tailor effective aging
mitigation schemes and improve the reliability of devices realized
in cutting edge technologies, there is a need to accurately study
the effect of aging in high performance industrial applications.
According, this paper targets a high performance SRAM memory
realized in 14nm FinFET technology and depicts how aging
degrades the individual components of this memory as well as the
interaction between them. Aging mitigation is critical not only
from device reliability point of view but also regarding device
security perspectives. It is essential to assure the security of the
sensitive tasks performed by the security-sensitive circuits and to
guarantee the security of information stored within these devices
in the presence of aging. Accordingly in this paper, we also focus
on aging-related security concerns and present the cases in which
aging need to considered to preserve security.

I. INTRODUCTION

As the process technology paves its way to nano technolo-

gies, time-dependent degradation of the electrical properties

in integrated circuits, so-called “aging”, becomes more severe.

In practice, in advanced technologies, electrical behaviors of

transistors embedded in a chip deviate from original intended

behaviors during the chip lifetime. This deviation degrades

the chip performance, and consequently, the chip fails to meet

some of the required specifications [1], [2].

Aging mechanisms include Bias Temperature Instability

(BTI), Hot-Carrier Injection (HCI), Time-Dependent Dielec-

tric Breakdown (TDDB), and Electromigration (EM) [3]–[5].

Among these aging mechanisms, the first three deal with the

gate oxides of transistors while EM occurs in the interconnect

metal lines. The effect of aging can range from increased

transistor switching delay to permanent faults that cause a

transistor or interconnect wire to fail entirely. Environmental

and electrical stress can exacerbate aging rate and result in pre-

mature vulnerabilities. In practice, performance degradation of

an integrated circuit due to aging is influenced by the operating

conditions of the circuit including temperature, voltage bias,

and current density [1].

BTI includes NBTI (Negative-Bias Temperature Instability)

and PBTI (Positive-Bias Temperature Instability) effects, and

is one of the major causes of threshold-voltage increase in

transistors during their lifetime. NBTI and PBTI occur in

PMOS and NMOS transistors, respectively. In practice, the

impact of NBTI is more dominant than PBTI beyond 45nm

technology nodes. However, PBTI emerged as a reliability

concern after the introduction of high-k gate oxides and metal

gates transistors [6].

A PMOS transistor experiences two phases of NBTI aging

depending on its operating condition. In the “stress” phase,

which occurs when the transistor is on, positive interface traps

are generated at the Si-SiO2 interface. This leads to an increase

of the threshold-voltage of the transistor over time. The second

phase, so-called “recovery”, occurs when the transistor is

off. In this phase, the threshold-voltage drift occurred during

the stress phase will partially recover. Similarly, an NMOS

transistor is under PBTI stress when the transistor is on.

Otherwise, it is in the recovery phase [7].

To mitigate NBTI-related performance degradation and to

increase the reliability of circuits, several methods have been

proposed in literature. Guard-banding, gate-sizing, and voltage

tuning are among the methods used in industry to reduce aging

effects. However, these methods are either insufficient or other-

wise over-pessimistic as the rate of aging degradation depends

on operating conditions including temperature, voltage bias,

and workload [8].

As transistor aging intensifies in emerging technologies,

considering their effect from both reliability and security

perspectives, and leveraging efficient aging prognosis and

mitigation schemes that preserves chips reliable and secure

is crucial. Being able to perform aging prognosis and prevent

precaution actions before a circuit experiences malfunction is

highly beneficial for both reliability and security communities.

In practice, with moving to smaller feature size, the need

for leveraging aging-aware design schemes and identifying

aging-related speed-limiting paths during the design process

is exacerbated. Accordingly, in this paper we concentrate on

a number of aging-related reliability and security concerns

in digital circuits and discuss how these concerns can be

addressed.

The rest of this paper is organized as follows. Section II

deals with the aging-related degradation of an industrial Fin-

FET memory, and analyzes the relative degradation of each



memory component as well as the interaction between the

components and their impact on the whole memory. Section III

focuses on SRAM-based digital fingerprint generators and

true random number generators (TRNGs), and presents a

methodology to mitigate aging degradation in these circuits.

Section IV discusses the need of secure aging monitoring

schemes. Section V focusses on the effect of aging from

security perspectives and presents the cases where aging posi-

tively/negatively affects security. Finally, Section VI concludes

the paper.

II. DEGRADATION ANALYSIS OF HIGH

PERFORMANCE INDUSTRIAL FINFET SRAMS

It is well known that the smaller the technology nodes,

the more severe are the reliability challenges; higher failure

rate, reduced lifetime/ accelerated aging [9], [10]. Hence,

accurately understanding the impact of degradation on cutting

edge technologies in order to effectively mitigate for such

impact while optimizing the designs is of great importance [2].

In the rest of this section, the degradation analysis of high

performance 14nm FinFET based on a “realistic industrial

strength” circuit design will be presented. The analysis uses

calibrated aging models [11], and focuses not only on the

individual degradation of each memory component but also

on the interaction between the components and their impact

on the whole memory.

A. Methodology and Experimental performed

A complete memory model is used in order to realize a

high accuracy; the core of the model consists of a 1KB 14nm

FinFET array constructed from 6T SRAM cells with a word

length of 32 bit; it is able to run at 2 GHz under worst-

case conditions. The memory model also has input and output

buffers, decoders, sense amplifiers, write drivers, precharge

circuits and a timing control circuit [12]. To simulate the

memory netlist, the PTM 14nm FinFET LSTP library [13] is

used. We calibrated the PTM library with commercial 14nm

libraries to match the power and delay.

To analyze the impact of memory aging, BTI is selected as

it is one of the dominating reliability failure mechanisms [14].

The analysis methodology is based on performing 1000 Monte

Carlo simulations (using Spectre) of the updated netlist of the

memory; this incorporates both process variations and BTI.

During each Monte Carlo iteration the targeted metrics are

measured in order to identify the mean and the spread. It

is worth noting that for modeling BTI, the atomistic model

presented in [11] is used; it takes into account the workload

dependency, which is modeled by the duty factors and fre-

quencies of the signals applied to the gates of the transistors.

Two major experiments were performed:

• Individual component degradation: here, the relative

degradation of each component is identified. The fol-

lowing components are considered: Memory cell, Sense

Amplifier (SA), Address Decoder, and Timing Circuit.

For the memory cell, the delay to discharge the bitline by

10% w.r.t. the precharge voltage is used. For the SA, its

sensing delay is used. For the address decoder, the delay

to activate the wordline is used. It is measured as the

delay between the enabling of the decoder by the timing

circuit and the wordline being high. For the timing circuit,

the delay between the rising edge of the clock and the

sense amplifier activation is used.

• Combined aging effect: here, the interaction between

different components is explored and the impact on the

overall memory aging is measured. The used metric is

the memory’s read access time. It is measured as the

time between the rising edge of the clock and the data

appearing at the memory’s output.

In order to mimic the dependency of the degradation on

the application, four different workload are used; they are

described with the following March algorithm notations:

• Low activity Balanced (LB): ⇑(w0, r0, i8, w1, r1, i8)

• Low activity Unbalanced (LU): ⇑(w0, r0, i8)

• High activity Balanced (HB): ⇑(w0, r0, w0, r0, i, w1, r1,

w1, r1, i)

• High activity Unbalanced (HU): ⇑(w0, r0, w0, r0, i)

Workloads LB and LU (HB and HU) assume a workload

that consists of 20% (80%) memory instructions and 80%

(20%) idle (i) time. For example, for LB, 4 cycles are

consumed by four memory instructions (2 writes and 2 reads)

and 16 by idle cycles. Note that LB and HB both have balanced

workloads for the memory cells and read/write circuitry, while

LU and HU have unbalanced workloads. All the workloads

iterate over all 256 memory addresses. Hence, each address is

selected/stressed an equal amount of time.

B. Simulation results

Individual component degradation: Figure 1 shows the

relative degradation of the 6σ corner of the individual com-

ponent delay after three years of aging at 85◦C and nominal

supply voltage for several workloads. The figure shows that

the address decoder has the highest degradation; its delay

increases with up to 9.2%. The memory cell shows the second

highest degradation; the delay to discharge the bitline by 10%

w.r.t. the precharge voltage increases with up to 6.42%. After

the memory cell, the SA shows the highest degradation, closely

followed by the timing circuit. Their delays increase with up

5.7% and 5.6%, respectively.

When examining the dependency on the workload, we ob-

serve that the degradation of all components strongly depends

on the workload; workloads with a higher activity (i.e., HB

and HU) give a higher degradation for all components. For

example, high activity workload HB gives a degradation of

≈9.2% for the address decoder, while low activity workload

LB gives a degradation of ≈6.9%. In addition, we observe that

the memory cell and SA are also dependent on the balancing of

the read/write values of the workload; unbalanced workloads

(LU and HU) result typically in a higher degradation. For

instance, balanced workload LB gives a degradation of ≈4.6%

for the memory cell, while unbalanced workload LU gives a

degradation of ≈5.1%. Finally, it is worth noting that for all



Fig. 1. The relative delay degradation of individual components for three
years of aging at 85◦C and nominal VDD.

Fig. 2. Memory read access time degradation for three years of aging at
85◦C and nominal VDD.

components the activity of the workload has a higher impact

than the balancing of the workload. For example, unbalanced,

low activity workload LU gives a degradation of ≈5.1% for

the memory cell, while balanced, high activity workload HB

gives a degradation of ≈5.9

Combined aging effect: Figure 2 shows the degradation

of the 6σ corner of the memory read access time after three

years aging at 85◦C and nominal supply voltage. The graph

shows the individual component impact (i.e., assuming only

one component is aged) as well as the combined/ overall

impact on the read accessed time which considers not only

the fact that all components suffer from aging, but also the

interaction between the components.

The figure reveals that the cell and sense amplifier have a

low impact on the read access degradation, while the output

latch and buffer, address decoder, and, especially, the timing

circuit have a high impact. The impact of the SA is low, as its

delay is only a fraction of the total access time. As a result,

the impact of the cell is also low, as it only impacts the SA.

The latch and output buffer have a relatively high impact,

as these have a relatively long path in this small memory.

Hence, the increased cumulative delays along this path result

in a high impact. Aging in the address decoder delays the

activation of the wordline. Activating the wordline takes a

significant portion of the total access time due to the high

parasitic capacitance of the wordlines. Hence, degradation of

the address decoder has also a high impact. The timing circuit

contains the longest paths of the circuit. Hence, it also has the

highest absolute degradation, due to the increased cumulative

delays along its paths.

Examining the workload dependency shows that workloads

with a higher activity result in a higher degradation of the

access time. For example, low activity workload LU gives a

degradation of ≈7.7% (combined case), while high activity

workload HU gives a degradation of ≈9.5%. This happens

due to the fact that high activity workloads stress the address

decoder and timing circuit more often. In addition, unbalanced

workloads result in a higher degradation of the access time.

However, the balancing has a lower impact than the activity

of the workload, as the degradation of the access time is

dominated by the address decoder and timing circuit, which

are only impacted by the activity of the workload.

Comparing the results of the individual component degra-

dation (Figure 1) and the combined aging effect (Figure 2)

reveals that it is misleading to only investigate the individual

degradation of components. Even though some components

may have a high degradation, it does not necessarily mean that

they have a high impact on the access time. For instance, the

individual delay degradation of the cell is the second highest

with a degradation of up to 6.4% (Figure 1). However, we

observe from Figure 2 that it has a negligible impact on the

overall read access time. Moreover, the timing circuit shows

the lowest individual delay degradation of all components.

However, it has the highest impact on degradation of the

memory’s access time.

C. Discussion

The reliability of embedded memories is extremely impor-

tant for the overall system reliability. Based on this work the

following observations w.r.t. FinFET SRAM reliability:

Individual component vs combined aging: it is misleading

to only investigate the individual degradation of components.

For instance, we observed that the timing circuit’s individual

degradation was the lowest of all components, while it has the

highest contribution to the degradation of the overall access

time. This shows that it is extremely important to consider the

impact of aging on the whole system, rather than analyzing

components separately.

Component sensitivity: our case study (1KB, high perfor-

mance FinFET SRAM) reveals that the degradation of the

timing circuit, address decoder, and output latch and buffer

have the highest impact on the overall memory access time.

For bigger memories, it is expected that the timing circuit

becomes the dominant factor for the access time degradation,

as the time needed to activate the wordline by the address

decoder and the propagation delays of the output latch and

buffer will be a smaller fraction of the whole operation period.



III. ENSURING THE RELIABILITY OF DIGITAL

FINGERPRINTS AND RANDOM NUMBERS EXTRACTED

FROM CMOS SRAMS AS THE DEVICE AGES

Unique device identifiers and random number generators

are key primitives that have been widely used in proposals

to ensure security in integrated circuits and systems deployed

on the internet of things (IOT), and in numerous other appli-

cations [15]. An identifier, or digital fingerprint, is a unique

bit pattern associated with each instance of a manufactured

integrated circuit. If generated by on-chip circuitry in such

a manner that it remains stable in the face of circuit and

environmental noise, and device aging over time, the digital

fingerprint can be used to reliably differentiate among different

instances of integrated circuits and SOCs, even if they are

identically manufactured. A true random number generator

(TRNG), on the other hand, generates bit patterns that are

unstable, random and different each time the generating circuit

is activated; furthermore, the bit pattern must satisfy statistical

properties reflecting true randomness. Random numbers are

essential for security applications such as key generation

for data encryption in secure communication. Together with

digital fingerprints, TRNGs comprise key primitives needed

to ensure reliable identification and secure communication on

the internet of things.

Exploiting the power-up state of an SRAM for obtaining

both a unique digital fingerprint for the device, as well as true

random numbers, has long been proposed as part of low cost

security solutions for IOT nodes, especially if the same SRAM

also doubles as functional memory. When a conventional

SRAM is powered up, individual cells acquire either a 0 or

1 logic state, depending on the inherent bias within the 6-

transistor cell circuitry. This bias is in large part determined

by the threshold voltage mismatches within the PMOS and

NMOS transistor pairs that implement the storage latch within

each cell. Although the layout for all SRAM cells is identical,

this mismatch is the result of random process variations that

cause the threshold voltage of each individual transistor to

deviate somewhat from the targeted nominal value.

A lower threshold voltage in the NMOS transistor connected

to the output bit line, compared to that for the paired NMOS

connected to the bit complement line, tends to discharge the

output capacitance faster. This will cause the cell output to

acquire a logic 0 at power up, unless the bias is overcome by

a stronger differential bias in the opposite direction in the two

PMOS pull-up transistors in the cell. If both the NMOS and

PMOS transistor pairs bias the cell towards the same logic

value, and the bias is strong, then the cell is a ”strong” cell,

which will reliably power up to the same logic value every

time. If on the other hand, the threshold voltage biases inside

a cell are small, or the NMOS and PMOS transistors generate

conflicting biases, the cell is a ”weak” cell. The state that

such a cell acquires can be unstable and dependent on random

circuit and ambient noise. The key idea behind SRAM based

security primitives is to exploit weak cells for random number

generation, and strong cells for generating a digital fingerprint

of the device. The first challenge in practice is to reliably

identify the strongest and weakest cell in each instance of a

manufactured SRAM.

While using repeated power up cycles have been considered

as a means of identifying stable and unstable cells [15],

classification using this simple functional approach has not

proven sufficiently robust in the face of noise and device

degradation due to aging for reliable use. Recently, two new

approaches for classifying the strength of SRAM cells have

been proposed [16], [17]. The first approach exploits cell

remanence to identify strong cells for Physically Unclonable

Function (PUF) applications; it does not attempt to identify

weak cells. In [17] power up experiments with varying power

supply ramp rates are utilized to estimate the strength of the

threshold voltage bias in individual pairs of PMOS and the

NMOS transistors in each cell. The approach has been shown

to be highly effective in calibrating the individual strength of

each cell in the SRAM and thereby facilitate an ordering of the

SRAM cells by cell strength. This allows the strongest cells

in the SRAM to be used to create a unique and robust circuit

identifier. Furthermore, it is possible to trade-off the number of

the strongest cells from the SRAM chosen to form this digital

fingerprint, and the robustness of those cells to noise. If only

2-5% of the cells are used, the digital fingerprint can be made

very reliable [17].

Note that a fingerprint constructed from just 50-100 SRAM

cells can uniquely identify billions of individual parts, even

allowing for some level of random aliasing. Thus the digital

fingerprint can be made extremely robust by using a very small

fraction of the strongest cells in a large SRAM. Similarly,

selecting a handful of the weakest, least stable, cells can

provide a true random number generator.

However, while the digital fingerprint and TRNG can be

made quite robust to noise at the time of initial test and de-

ployment using the cell calibration approach described above,

changes in threshold voltages due to aging remain a challenge.

This is particularly a problem for the TRNG because the cells

are required to have a near zero bias to ensure true randomness.

Even a relatively small threshold bias developing in the cell

due to BTI stress and aging can affect the randomness of the

generated patterns. The reduction of BTI stress during periods

of inactivity can also cause threshold voltage shifts from stress

recovery. To address this serious problem, we propose a novel

methodology that uses controlled BTI stress to reduce any bias

that exists or develops in each TRNG SRAM cell over time.

Consider the SRAM cell that acquires state 0 at power up

as shown in Figure 3. This cell must have an inherent bias

such that the left NMOS transistor in the NMOS transistor

pair has a smaller threshold voltage and/or the right PMOS

has a smaller (in magnitude) threshold voltage, such that these

transistors are the first to turn ON at power up. Notice that

after power up these very same transistors, the left NMOS and

the right PMOS are ON and therefore under BTI stress. This

tends to increase the magnitude of their threshold voltages,

thereby reducing the bias that they create in the cell over

time because the complementary transistors in each pair are



Fig. 3. A six-transistor SRAM Cell.

OFF and therefore do not degrade with time. Thus, BTI

stress has the effect of reducing the inherent bias in a cell

if the cell is held in the initial power up state over time.

This suggests that for reliable operation, the TRNGs that are

constructed using known weak cells in the SRAM should be

periodically powered up, and kept in the power up state for

a calculated window of time to mitigate any built up bias

that develops over time. This period should be small enough

to allow only minimum shifts in the threshold voltage, well

within the threshold voltage mismatch range acceptable for

TRNG operation. This is to ensure that the controlled BTI

stress cycle does not itself leave an unacceptable bias in any

cell. The power up and hold operation can then be repeated

as frequently as needed to ensure proper TRNG operation.

Notice that any SRAM cell, utilized in the TRNG, that

for any reason develops an unwanted bias will be stressed

back towards neutrality during each controlled BTI stress

cycle, with small threshold voltage changes at a time. In

case the threshold shift caused by the BTI stress overshoots

neutrality and creates an opposite bias in the cell, then

during the next controlled stress cycle, the cell will power

up in the complementary state creating BTI stress in the

complementary set of transistors, thereby again driving the

cell bias towards neutrality. The proposed methodology is thus

fully self-correcting. It is expected in practice that with very

small cell biases in a properly operating TRNG, the power

up states will be random. Consequently, on average, the short

periodic controlled stress windows will have no net impact

on the cell bias over time. The periodic BTI stress that is

introduced ensures that any unwanted bias from threshold

voltage mismatch that develops in the TRNG SRAM cells due

to any reason whatsoever is quickly neutralized.

Executing a sufficient number of such power up and hold

stress cycles before deployment can also ensure that any

small initial biases in the TRNG cells caused by errors in

calibrating SRAM cell strength are also mitigated. Recall that

the BTI stress time window must be small enough that it

causes threshold voltage shifts that are well within the cell

bias tolerance levels for proper TRNG operation. Clearly, if the

methodology used to select SRAM cells for use in the TRNG

can accurately pick cells with only minimal bias, relatively

few such stress cycles will be sufficient to achieve acceptable

cell neutrality. On the other hand, if the selected cells display

large biases, it may be difficult or even impossible to achieve

cell neutrality using BTI stress. Before deployment, controlled

BTI stress cycles should be repeated and the TRNG output

data collected from every power up cycle, until the data shows

acceptable statistical randomness indicating unbiased SRAM

cells in the TRNG.

BTI stress can also be used to increase the robustness of

the strong SRAM cells used in the identifier bits that form

the unique digital fingerprint. (Such cells can also be used as

SRAM PUFs.) In this case, since we need to work with strong

cells, the cell bias needs to be enhanced rather than neutralized.

This requires applying controlled BTI stress that holds the

SRAM cells at logic values opposite to what they acquire at

initial power up, i.e. complementary bit values compared to

those that form the digital fingerprint. The duration of this

stress can be much longer, and will depend on the statistics

of the data stored in the memory during normal operation,

because here stress due to functional operation needs to be

mitigated. The aim is to counteract any reduction in the

cell biases in the SRAM bits selected for generating the

digital fingerprint, thereby ensuring continued reliability and

robustness.

In summary, we have shown how controlled BTI stress can

be effectively used to mitigate aging degradation in SRAM

based true random number generators, PUFs and digital fin-

gerprint generators.

IV. SECURE AGING MONITORING

Aging is one of the major reliability threats especially

in safety critical applications for instance in the automotive

domain. In the year 2014, the average maximum lifetime

of a passenger car in Germany was 18 years [18], and

the average age of the passenger cars on Germany’s roads

was 9.3 years in January 2017 [18]. This time is by far

longer than the survival times published for the most relevant

wear-out mechanisms of semiconductors [19], which strongly

depend on the usage pattern and the environmental conditions

like temperature and mechanical stress. These environmental

conditions are especially harsh in the automotive domain, and

at the same time, functional safety requirements are especially

high. As mentioned earlier, the main aging mechanisms for

semiconductor circuits include BTI, HCI, TDDB and electro

migration.

Aging may affect system security under various aspects,

authorization and protection schemes may degrade, or confi-

dential information may be leaked due to failures. Moreover,

aging detection, protection and prevention schemes may intro-

duce additional security threats, and this section is concerned



Fig. 4. Stress evaluation by workload monitors.

Fig. 5. Structure of a delay detecting flip-flop [27], [32].

with the connection between reliability infrastructure and se-

curity. Mainly three classes of aging detection and prevention

schemes are usually applied: workload monitoring, circuit

monitoring and periodic testing.

Workload Monitoring: Workload monitors may be imple-

mented by designing and implementing replica circuitry to

track local critical path delays [20], which have to be selected

in a representative way (RCRP: Representative Critical Relia-

bility Paths [21]). A similarly effective but less costly way to

evaluate the workload is found in [22], where a combinational

circuit is synthesized which outputs “1” for each critical

assignment to the off-path inputs of a reliability path. The

assignments are counted and combined with other observables

from internal instruments [23], [24] as seen in Figure 4.

Workload monitors have the advantage of minimal interfer-

ence with the circuit operational speed [25], [26], however,

they do not consider the specific properties of an individ-

ual circuit which may differ significantly due to variations.

Hence, false positives may occur as well as false negatives,

if unexpectedly some components become critical in a circuit.

Unwanted access to workload monitors will not only exhibit

comprehensive circuit information but will also leak informa-

tion about both processed data and applications executed.

Circuit Monitoring: While workload monitoring is pro-

active, circuit monitoring and online testing react on changes

which already happened due to stress and aging. Performance

degradation and small delay faults are indicators of these

changes. Delay detecting flip-flops belong to the class of

circuit monitors and can detect a violation of pre-defined guard

bands by sensing the transitions [27]–[34]. Often, they are

placed at the end of critical paths or at intermediate positions

of combinational circuits. Figure 5 shows one possible struc-

ture of those monitors.

The usual placement of a delay detecting flip-flop at all

Fig. 6. Scheme for online built-in self-test and self-diagnosis.

the pseudo-primary outputs of a combinational circuit may

be expensive but may still overlook some critical faults. If

a certain path has rather a large slack, degradation may not

be detected before a catastrophic fault will occur, e.g. due

to HCI. Both problems can be reduced, if the monitors are

placed inside the combinational circuitry and cover the initial

segments of most of the paths. The monitors are active at a

reduced period (e.g. by using the inverted clock signal) and

the slack can be controlled [35], [36]. Other circuit monitors

can be characterized with respect to the degradation indicator

they measure: working current hsieh-07-low,wang-11-multi,

threshold voltage [37], frequency [38], or slew rate [39]. Their

basic technique can be either the reference cell method or the

prognostic cell method. The reference cell method places a

replica close to the critical component [20], [21], [37], which

is usually switched on, and the difference between the critical,

aged component and the replicated, not-aged, one is measured.

The prognostic method implements cells which are perma-

nently stressed, for example a ring oscillator. Its degradation

gives a worst-case indication for the entire circuit [37], [38].

Due to large workload differences between applications [25],

self-stressed monitors may be pessimistic and underestimate

the real lifetime. However, they provide less information about

both circuit internals, processed data and applications than the

reference cell method does which has to be securely protected.

Concurrent Testing Periodic online testing is a comple-

mentary technique to circuit monitoring since the latter may

be not effective, if a certain module has not been activated

for some time, typical examples are components for accident

prevention and protection. Periodic logic built-in self-test

(BIST) can be based either on random patterns like the well-

known STUMPS scheme, on deterministic test patterns or on

both [40] (Figure 6).

Data collection: Both the response memory and the fail

memory contain sensitive information which on one hand

has to be protected against attacks, but on the other hand,

it must be visible at system level to allow aging and fault

handling. The fault and state information sampled on chip by

any of the above mentioned techniques must be aggregated and



Fig. 7. Fault management architecture according to [42].

evaluated in the system. This requires both access mechanisms

to the test infrastructure and a central or distributed resource

management. Resource management can be implemented on

a processor by firmware or as a hardware unit [41].

The increasing number and diversity of reliability infras-

tructure lead to the development of more flexible and scalable

access mechanisms based on reconfigurable scan networks

(RSNs) and their recent standardization in IEEE Std 1149.1-

2013 and IEEE Std 1687-2014. In RSNs, the path through

which data is shifted can be reconfigured, for instance for

minimum access latency to a set of targeted instruments.

These scan-based access mechanisms have been used to

construct comprehensive access architectures for system and

reliability management [42]–[44]. Such architectures support

self-aware systems by well-defined (instead of ad-hoc) inter-

faces, access procedures, and shared resources for instrument

management such as for calibration, start and control of mea-

surements, local response storage, or event-based signaling.

Figure 7 shows the architecture proposed in [42] to gather data

from instruments spread over the resources in the system. The

instrument manager decouples the details of the RSN-based

communication to instruments in the hardware resources from

the fault manager, which maintains the state of the resources

as part of the operating system. The flexible, self-reconfiguring

scan network described in [44] provides low-latency error

signaling for concurrent checkers and monitors and also an

efficient error localization.

Secure reliability infrastructure access must be provided to

prevent leakage or manipulation of sensitive instrument data or

side-channel based attacks. This level of security is especially

important in safety-critical systems, where an attack may cause

unsafe system behavior. This requires a design methodology

beyond ad-hoc solutions that incorporates access privileges

and protection and secure data transmission at infrastructure

level [45]–[47]. An attacker may exploit the scan infrastructure

as a side-channel to gain access to protected data (secret key

or IP), or to alter the system state to perform illegal or unsafe

operations [48], [49].

Defenses against attacks that exploit the external JTAG

interface (test access port, TAP) include access authorization

[50]–[52], scan data encryption [46], and scan chain obfus-

cation [50], [53]. The goal of these approaches is to assure

that only users who know a shared secret (e.g. encryption key,

challenge-response pair, or obfuscation principle) can access

the scan infrastructure. In RSNs, the scan security problem

is further exacerbated due to the distributed control over the

access to scan segments [53], [54]. Recently proposed secure

RSN architectures control the access to sensitive infrastructure

by extending the RSN [47], [55] or the TAP, employing

obfuscation, challenge-response authentication, or a filter that

restricts the allowed scan accesses. These approaches provide

access control and data protection at TAP level, but do not

sufficiently protect against attacks from within the chip, such

as sniffing or spoofing of shifted data by components in the

scan network. Of course, permanently disabling the infrastruc-

ture access [48] is not an option if the infrastructure is use for

online monitoring. Dedicated encryption for the communica-

tion to each attached data register, on the other hand, incurs

high costs in area and power and is thus impractical.

In [21], a method is presented which implements access port

protection by utilizing a filter at the RSN interface. The filter

monitors the scanned in pattern as well as the control signals

of the RSN. The structure of the RSN is modeled as a Finite

State Machine (FSM), where each state represents a different

test register or segment. Using this FSM the filter is able to

identify which segment each scanned-in bit will reach after a

complete access. Based on the user authentication, the FSM

can either terminate and lock or grant access to the active scan

path and prevent violations of security properties online.

V. AGING-INDUCED SECURITY CONCERNS

Device aging can jeopardize the reliability of integrated

circuits over time. Thereby, there is a need to monitor and

analyze the aging effects at real time to be able to project

aging degradation in a circuit in a foreseeable future [56].

In practice, aging prognosis allows to proactively estimate

the effect of degradation before it actually occurs, such that

preventive actions can be put in place to avoid catastrophic

consequences.

As aging-induced degradation depend on different factors

such as running workload, operating temperature, voltage

source, and physical specification of transistors, an aging

prognosis method that considers these factors into account can

be highly beneficial in leveraging the reliability of circuits and

preventing system wearout before it occurs. Figure 8 depicts

the abstract flowchart of our aging prognosis approach that

is based on training of non-linear regression models to map

various circuit operating conditions to delays of critical and

near-critical paths (with delays higher than 80% of the critical-

path delay) [57]. To train the model, a comprehensive set of

IC operating conditions including workload, usage time, and

run-time temperature are used. Then, a calibration technique

is leveraged to compensate the effect of process variations on

our path delay prediction. Applying the proposed algorithm on

ISCAS85 benchmarks shows that that the impact of IC aging

on critical path delays can be accurately predicted using our

nonlinear regression models (mean of prediction error≈ 3%).

Reference [57] discusses the training model in more details.
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Fig. 8. Flowchart of the proposed aging prognosis approach

Although, utilizing aging prognosis schemes is highly ben-

eficial for reliability enhancement, such methods may not be

highly useful for the applications with high level of security

requirements. As mentioned, for aging prognosis, models are

trained based on the typical workload and operating conditions

of a device. However, for secure devices such as cryptographic

devices the typical workload (data and keys) is not known

beforehand. This results in lower precisions when aging prog-

nosis methods are utilized.

In fact, aging-related reliability degradation is also im-

portant from security perspectives. One such case is the

reliability of PUFs. A PUF signature can be used for device

authentication, or for generating secret keys and random

variables in cryptographic devices. Deploying PUFs prevents

the leakage of secret keys that would be stored in the device

memories in lack of embedded PUFs, hence improves the

security. However, due to the deployment of PUFs for device

authentication and secret key generation purposes, reliability

degradation in PUFs can cause significant security concerns.

Delay-PUFs are widely used in industrial applications as

in these PUFs signal-to-noise (SNR) can be improved easily

via increasing the number of delay elements. However, due

to the multiple queries that these PUFs experience (as they

only deliver one bit per measurement), they are more prone to

aging [58], [59]. Figure 9 shows the schematic of one type of

delay-PUFs so-called arbiter-PUFs. In practice, the reliability

of this arbiter-PUF is highly affected by aging, as in this PUF,

the arbiter itself (composed of an SR latch) experiences high

bit-error rate due to aging. Fig. 10 depicts the aging-induced

bit-error rate of this arbiter in 45◦C [59]. The results have been

extracted using the 45nm NANGATE technology. As shown,

in the deployed arbiter, the aging-induced bit-flips reaches to

≈ 10% in 20 months when the PUF is fully active. The aging

effects are exacerbated in higher temperatures such that in

80◦C, the effect would be 30% worse compared to 45◦C. As

shown in this figure, the aging degradation is lower when the

PUF is not always active. Thereby, as PUFs may not be queried

frequently, the arbiter-PUF can be re-designed such that its

embedded transistors are not aged significantly when the PUF

is not active. One option is using sleep transistors to design

such aging-resilient PUFs [60].

Aging mitigation schemes have been proposed in literature

to address reliability concerns [8], [61]. Although the proposed

schemes have been broadly adopted by industry to prolong

the lifetime of integrated circuits, these schemes may not be

highly beneficial to address security concerns when adversaries

Fig. 9. Arbiter-PUF.

Fig. 10. The effect of aging in the arbiter of the arbiter-PUF for different
activity rates.

intentionally accelerate aging effects. An adversary may accel-

erate the aging process of an IC and thus shorten the devices

lifespan. This type of hardware security threat results in denial

of service to the IC user and may cause failure of the system.

On the other hand, an adversary may aim at aging acceleration

to thwart the protection schemes tailored against leaking secret

information, e.g., secret key in cryptographic devices. Due to

the deployment of cryptographic devices in applications with

high level of security requirements, malicious aging accelera-

tion in crypto devices may result in major catastrophes.

In fact, aging can be exacerbated via controlling external

operating conditions such as temperature, power supply, and

workload. In practice, an adversary can deliberately generate

a workload such that when running, one (or more) targeted

path(s) are aged significantly [62]. To generate such workload,

the adversary needs to get access to the device gate-level

netlist, either from a rogue element in the design house or

via reverse engineering the layout. As the distribution of

signal values (i.e., probability of holding the value of “0” or

“1”) as well as number of transitions between these values

highly affect the aging process, the malicious workload can be

generated such that most (if not all) of the PMOS transistors

resided in a target path gets the value of “0” as their inputs,

thereby, NBTI effect is accelerated in that path. The effect can

be exacerbated if the adversary can also control temperature

and power supply.

Figure 11 shows the effect of NBTI in propagation delay of

primitive logic gates over time when these gates are fed with

“00” continuously (“0” for inverter). As shown, each primitive

gate experiences different amount of delay change related to its



Fig. 11. Delay change of primitive gates due to NBTI aging.

transistor level topology. This observation confirms that each

path degrades with a different rate based on the type of its

underlying gates, and the input values feeding it. Thereby, an

adversary can target specific paths for acceleration depend on

his/her intention. For example, in case of aiming at denial of

service, critical and near-critical paths can be targeted, while

in case of leaking information, the paths whose delay change

will result in information leakage can be considered for aging

acceleration. Note that, in case of malicious aging acceleration,

aging prognosis schemes are not useful as they predict the

device wearout based on typical workloads.

Although device aging can jeopardize the security of digital

circuits when malicious aging-induced denial of service comes

into account or when aging adversely affects the circuitry

aimed to be deployed for authentication purposes, in some

cases, device aging may have a positive effect, i.e., aging

makes the attacks aiming at information leakage more difficult.

One such case is when an adversary uses profiling power

analysis attacks [63] to retrieve secret keys from cryptographic

devices. In profiling attacks, to recover the keys, the attacker

gets benefit of another similar device that is under his/her

full control. He/She uses the device under control to train

a leakage model which is then used for leaking the keys of

target devices with the same implementation. In practice, the

similarity of the specifications of training and target devices

are highly important in leaking sensitive data. Thereby, if the

training and target devices have experienced different aging

effects, the attack aiming at retrieving sensitive data would be

more difficult.

In sum, device aging adversely affects the reliability of

digital circuits, and thereby mitigation schemes are leveraged

to address aging-induced reliability concerns. However, re-

garding security perspectives, aging may or may not result

in security degradation. For example, aging may help an

adversary in generating wrong challenge/response values in

PUFs and thereby disqualifying device authentications using

PUFs, but on the other hand it may decrease the success of

profiling attacks launched to retrieve secret information.

VI. CONCLUSION

Device aging is a growing concern in emerging technolo-

gies. Due to the aging-related deviation of the specification

of transistors embedded in a device, both reliability and

security of the device can be affected. Current mitigation and

prevention schemes may not be highly beneficial to address

such concerns in emerging technologies. Thereby, there is a

need for thorough investigation of aging effects in cutting

edge technologies in order to tailor efficient reliability and

security preserving schemes. In this paper, we first presented

the effect of aging in a high performance SRAM memory

realized in 14nm FinFET technology and showed how aging

degrades the individual components of this memory as well

as the interaction between them. Then, we investigated the

current system level aging monitoring schemes from security

perspectives. Finally, we presented a number of cases where

aging positively/negatively affects security.
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