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Heterogeneous computer architectures are integrated into single chipsHeterogeneous computer architectures are integrated into single chips
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Overview of current heterogeneous architecturesOverview of current heterogeneous architectures
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ChallengesChallengesg
Mapping of simulation applicationsMapping of simulation applications

− Simulation applications contain algorithms from distinct problem classesSimulation applications contain algorithms from distinct problem classes
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Many different programming paradigms and languages− Many different programming paradigms and languages

Achieving optimal performanceAchieving optimal performance
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Simulation applications are executed for days and months− Simulation applications are executed for days and months
− Fault-tolerant execution memories and communication requiredFault tolerant execution, memories and communication required
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